Inverse reinforcement learning for
video games
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Algorithm 1 Adversarial inverse reinforcement learning

: Obtain expert trajectories T;E

1
2: Initialize policy 7 and discriminator Dy .

3: forstep tin{1,..., N} do

4 Collect trajectories 7; = (so, ap, ..., ST, ar) by executing 7.

5. Train Dy 4 via binary logistic regression to classify expert data 77 from samples 7.
6

7

8

Update reward ry 4(s,a, s") < log Dy 4(s,a,s’) — log(1 — Dy 4(s,a,s’))
Update 7 with respect to 7¢ 4 using any policy optimization method.
: end for

expi fo,4(s,a,s")}
exp{ fo,4(s,a,s")} +m(als)’

Dy 4(s,a,s") =
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(a) Screenshot from random (b) Mean episode reward of IRL policy. Colors denote whether the discrimi-
exploration. nator input was raw images or an encoding, and whether the batch size was

small or large. Solid or dashed line indicates if the discriminator also received
an action input or just the state.

Figure 1: IRL on Catcher.
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(a) Screenshot from random (b) Mean episode reward of IRL policy. Colors denote whether the discrimina
exploration. tor input was raw images or an encoding, and whether the batch size was smal
or large. In this test, the discriminator always receives an action input.

Figure 2: IRL on Enduro.



